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Abstract—The nature of network services is drastically affecting the
way the infrastructure is evolving. New demands require new capabilities,
forcing the infrastructure to dynamically adapt to new scenarios. Novel
network paradigms, such as Software-Defined Networking (SDN) and
Network Functions Virtualization (NFV), have appeared to provide
flexibility for network management and services. On the other hand, tra-
ditional cryptographic protocols rely on certain mathematical problems
(e.g. integer factorization, discrete logarithms or elliptic curves) that are
believed not to be efficiently solvable using conventional computing. This
assumption is being revisited because of quantum computing, which may
put at risk the traditional schemes used for network security. Quantum
Key Distribution (QKD) is a technique for providing synchronized
sources of random and secure symmetric keys between two separated
locations. Its security is based on the fundamental laws of quantum
physics, according to which it is not possible to copy the quantum
states transmitted between endpoints. Therefore, if implemented properly,
QKD generated keys are immune against any algorithmic cryptanalysis.
This work describes techniques to implement such new security layer in
current and novel network architectures. Our work shows how QKD can
be integrated in standard security protocols and network architectures
for securing control and data planes, providing a whole quantum-safe
network environment. This was demonstrated at the Madrid SDN-QKD
network, comprising 3 remote nodes connected through standard optical
devices in an operational environment and with the physical links among
sites being shared between classical and quantum signals.

I. INTRODUCTION

Quantum Key Distribution (QKD) [1], [2] allows for the unlimited
and secure growth of a private key between two points that are con-
nected by a quantum channel. This channel, typically implemented
using an optical fiber, is used to transport the quantum signals:
weak light pulses embodying the quantum properties on which the
security of the protocol relies. QKD technology allows to upper-
bound the maximum information that is leaked out, independently
of the computational power or resources available to the attacker,
i.e. QKD is an Information-Theoretic Secure primitive. Thus, the
keys produced by a correct QKD implementation are of the highest
possible quality. On the other hand, factors such as noise or absorp-
tions that do not impact classical cryptography, are important for
QKD, potentially reducing its performance. However, QKD brings
an additional physical security layer to an optical network that is
qualitatively different from all classical techniques. In consequence,
QKD is an opportunity to enhance the security in current networks
to keep safe both data and control plane communications.

The Software Defined Networking (SDN) [3] paradigm, created
to cope with the network dynamicity, has the capability to con-
trol network resources on demand. Similarly, NFV [4] allows the
replacement of network functions by software running in a virtual
image on commodity servers, thus reducing the amount of hardware
appliances to be deployed. Virtualization brings simplicity to the
network and reduces costs for both the deployment and the oper-
ation of the infrastructure. Nonetheless, these solutions entail certain

vulnerabilities, as management architectures are usually abstracted in
a single centralized management platforms (the MANO orchestrator,
SDN controller), and critical configuration data traverses the infras-
tructure to distributed points-of-presence (PoP). In addition, also the
communications among enterprises premises must be secured. These
locations are usually connected via business to business services,
implemented as virtual private networks (VPNs) connecting the sites.
Technology advances, including but not restricted to quantum com-
puting, are on their way to compromise the crypto primitives currently
used to secure these remote communications. When speaking about
critical infrastructures and private enterprise information exchange,
the security is a must, as all traffic from control and data planes
must be secured.

We demonstrate how QKD can bring an additional physical se-
curity layer for network infrastructure, showcased in the Madrid’s
QKD network. The network, described in more detail elsewhere in
this meeting, consists of three locations: Almagro (Telefonica’s R&D
laboratory shared with a Telefonica Spain Point of Presence), Norte
and Concepcion (both are large Telefonica Spain facilities). The three
nodes and the three connections are part of the Telefonica Spain
production network. Almagro hosts a Continuous Variables QKD
transmitter built by Huawei and tailored to the requirements of SDN
networks (i.e. exposes part of its characteristics to the network so
that it can be controlled by the SDN), while Norte and Concepcion
host the two receivers. The QKD network, following SDN principles,
is optimized in such a way that the transmitter can generate keys
with the two receivers having minimum (even none) performance
penalties. The link between Norte and Concepcion uses QKD keys
for securing multiple channels, provided in a multi-hop scheme by
a SDN-based QKD network management (key management layer),
while the other two links have direct QKD links.

II. SECURING CONTROL AND DATA PLANES VIA QKD

As mentioned above, the so-called software-networks (i.e. SDN
and NFV but also SDWAN or IBN) come together with associated
vulnerabilities, since now there are management entities that need to
remotely communicate. To solve this problem, we have integrated
QKD in existing security protocols and schemes. The latter inte-
gration also facilitates QKD adoption in operator’s infrastructures.
However, this proposal, depending on the layer where it will be
integrated, will require to utilize different security schemes.

The first integration use case comes from the control plane. In
[5] we proposed and demonstrated the integration of QKD-keys with
DHE keys by XORing them. This technique, if properly implemented,
allows to bring the best capabilities from each key exchange solution,
as both have been demonstrated to be composable. From a legal per-
spective, this allows QKD to be installed even though the certification
of this technology is still a work in progress. The QKD key inherits



the certification from DHE, while DHE also inherits the physical
layer security brought by QKD. This solution, integrated in SSH, is
used to create the virtual topology distributed among the three PoPs,
retrieve the topological information and configure the virtual nodes
and create the final services (e.g. a VPN).

The second use case comes from the data plane. The final inte-
gration used IPsec as a protocol to secure the traffic between the
endpoints. While the implementation within this field trial provided
VPN services as depicted in [6], we proposed in [7] the necessary
control plane extensions to provide such services in a point-to-point
way (rather than in a VPN). In this test, the MANO instance coordi-
nated the creation of the IPsec-based VPN service by orchestrating
both VCA instances to provide the same key stream IDs (generated by
one of the endpoints). When required, the MANO instance configures
one of the ends with no IDs. When configured (and after extracting
the necessary keys) the orchestrator receives the IDs, which are
then forwarded to the other end, successfully configuring the VPN
service. The obtained keys are used for bidirectional authentication
and encryption.

Fig. 1. Logical view for the network architecture comprising the QKD,
network, virtualization and management layer

III. EXPERIMENTAL TESTBED AND RESULTS

The experimental testbed is physically distributed as described
above. To showcase the different scenarios, we have implemented
the stack and the required extensions using different software and
hardware platforms. The VIM is a container platform-based on
Docker allocated in the three PoPs. It allows to create virtual networks
using containers and OpenVSwitches. Among other functionalities,
it allows users to control their networks via the SDN controller,
enable STP, to attach to physical interfaces, to create VLAN net-
works, VXLAN tunnels, etc. The VCA is composed of a set of
scripts and processes, which are remotely controlled by the NFVO.
Finally, the orchestrator is implemented to receive requests, distribute
them across the connected VIMs, gather topological information and
forward configuration commands to the remote VIMs and VCAs. The
orchestrator is located in Almagro’s PoP.

The physical testbed comprises three servers, three OSNs 1800
by Huawei and the three QKD devices distributed as described

above. The servers are used for multiple purposes: they integrate
the post-processing and internal management of the QKD systems,
they contain the key stores and the SDN software for managing the
QKD network as well as the virtualization platforms and the crypto
plugins for securing the channels using QKD-derived keys.

The results show how the QKD-keys are integrated in two different
layers: in the network control plane, by using a hybrid solution
combining the QKD and DHE keys [5] and; in the network data
plane, by providing QKD-keys to virtual network functions (routers)
to create quantum-safe VPNs based on IPsec protocol [6].

Fig. 2. Preferref key exchange algorithms within the SSH channel.

Fig. 3. Payload (key stream IDs) during the key agreement process using
DHE.

The first two figures (2 and 3) show the extended DHE protocol,
integrating the key stream IDs as a payload during the exchange.
This technique is set as the first in the list of preferred key exchange
algorithms.

Fig. 4. Traffic exchanged

Finally, the last figure (4) shows the traffic exchanged between
the secure areas, captured at the physical interface of the server.
This includes (among others, that have been omitted to improve
readibility), VXLAN traffic (the PoPs are connected via VXLAN
tunnels from the OVSs), STP (to avoid loops between OVSs) and
the IPsec traffic between the virtual routers, shown as AH and ESP.



BRIEF GLOSSARY

NVF : Network Function Virtualization.
OpenFlow : Communications protocol to access the forwarding plane
of the network devices (switches, routers...). It is a key SDN enabler.
SDN : Software defined network.
VNF : Virtualized Network Function. Describes an instance of a
software image performing a network function in the NVF paradigm.
VIM : Virtualized Infrastructure Manager.
MANO : Management and Orchestration entity in an NFV environ-
ment
SSH: Secure Shell
VLAN : Virtual Local Area Network
VCA: VNF Configuration and Abstraction
VXLAN : Virtual Extensible Local Area Network
STP : Spanning Tree Protocol
IPsec : Internet Protocol security.
PoP : Point of Presence.
DHE : Diffie-Hellman exchange.
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