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Abstract 

Partially disaggregated networks require physical layer information to validate end-to-end characterization of WDM signals’ 
integrity. Transport-API 2.1 includes the photonic-media layer characterization, enabling external wavelength provisioning 
over an Open Line System. This work presents the first proof-of-concept on a disaggregated multi-vendor testbed with TAPI 
2.1. 

1 Introduction 

There is a great interest around the disaggregation of 
hardware and software components in the networking 
community.  Such approach enables flexibility to deploy 
advance solutions and achieves efficiency and cost reduction 
within certain network scenarios. Network operators have 
paid attention to this technological evolution, because it can 
help to maintain the margin as the revenues are decreasing 
[1]. The deployment in optical network, following the 
traditional schemas, is based on end-to-end solutions where 
there is no interoperability of the optical components. 
Disaggregation enables to mix solutions from different 
partners to have a completer design that copes with the needs 
of each scenario. While the disaggregation enables create ad-
hoc solution, it fragments the complexity of the system. The 
recent advances of Software Defined Network (SDN) allow 
having a common view of the network elements, so the 
network operators can have an end-to-end optical channel 
design. SDN solutions enable network operators to deploy 
different hardware components but still have a common view 
of the network elements. This enables mixing of network 
elements from different vendors to deploy network 
infrastructures. There are different scenarios demonstrating 
such concept in packet/optical networks like in [2, 3]. The 
authors in [4] presented the concept of Software Defined 
Transport Network (SDTN) architecture, which is depicted in 
Fig.1. The SDTN architecture is based on the concept of 
hierarchical orchestration, where each switching technology 
is managed by an SDN controller (SDNc). 

Optical networks are the basis of the Telecommunications 
Operators (TELCOs) transport infrastructure in the different 
aggregation network domains (metropolitan, regional and 
long-haul). TELCOs deploy in the different aggregation 
domains the solution from a single vendor. The reasons 
behind this choice are the complexity of connectivity service 
provisioning in optical networking, the low-level 
interoperability requirements and the increase of maintenance 
activities. This paper demonstrates for the first time a 
software-defined disaggregated multi-vendor testbed with 
TAPI 2.1 service data model. The utilization of TAPI 2.1 
enables the validation of external wavelengths into an Open 
Line System (OLS). 

 

  
Fig. 1 Software Defined Transport Network architecture 
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2. Partially Disaggregated Optical Networks 

Partially Optical Disaggregation decouples the open 
terminals (transponders) from the components of a line 
system (ROADMs, amplifiers, etc.), thus eliminating the 
lock-in situations and requiring the interoperability between 
vendors, as shown in Fig. 2. The Optical SDN Domain 
Controller (OSDNc) is responsible of the individual 
configuration and monitoring of Open Terminals (OTs) and 
OLS separately. Moreover, OSDNc is in charge of the 
coordinated management of end-to-end services, understood 
as services starting and terminating in Open Terminal (OT) 
devices (transponders, muxponders).  The partially 
disaggregated optical network architecture proposed, includes 
open and standard interfaces (OpenConfig and ONF 
Transport API) based on YANG modelling and 
NETCONF/RESTCONF in the OSDNc SBI to manage OTs 
and OLS. On the other hand, the OSDNc exposes, through 
TAPI on the NBI a unified management context through the 
NBI to the upper layers. 

  
Fig. 2 Partially disaggregated optical architecture. 
 

The TAPI provides six services to an SDN controller: (1) 
Network Topology, (2) Connectivity Requests, (3) Path 
Computation, (4) Network Virtualization, (5) Notification 
and (6) OAM [5], and three technology specific models for 
the L2/L0 transport layers (Ethernet, ODU and Photonic 
Media). Network Topology service exports the context, 
which is the scope of control, interaction and naming of a 
particular T-API provider (SDN controller). The context 
describes Service Interface Points (SIPs), which refer to the 
customer-edge, and also the network topology. The network 
identifiers help to carry out path computation and to integrate 
the nodes for an end-to-end scenario. Moreover, the 
controllers can provide information about the links and nodes 
in the domain. There are different alternatives to share the 
information depending on the details that the domain is 
exposing to the upper layer consumer. The second service is 
Connectivity Service which enables requesting for 
connectivity between two or more SIPs. Connectivity service 
includes other constraints that can be included in the query, 
like (a) excluding or including nodes/links, (b) defining the 
protection level, (c) defining its bandwidth or (d) requesting 
for disjointness from other connections. The Path 
Computation service is a fundamental feature because it 
enables that individual controllers in each domain can learn 
about alternatives in the paths. As they only know abstracted 
information for the domain, this function enables learning 
alternative paths from the upper layer. A use case for this 

function is an orchestrator with its global end-to- end view, 
which can optimize end-to-end connections that individual 
controllers cannot configure. The Network Virtualization 
service allows exposing a subset of the network resources to 
different tenants. Lately, a Notification service allows a 
‘publish and subscribe’ mechanism, to receive asynchronous 
notifications through a protocol such as websockets or Server 
Sent Events (SSE). 

In a partially disaggregated optical network, the OSDNc 
will receive a TAPI Connectivity request to create an end-to-
end optical channel connection. The TAPI defined 
connectivity request issued to the OSDNc will include the 
User Connectivity Layer (DSR) for the end-to-end request. 
However, the OSDNc requires doing two operations: (1) 
configuration of the OLS and (2) configuration of the OTs. 
To carry out the OLS configuration, the OSDNc must send a 
photonic layer request to the OLS controller. This request 
handles the provisioning of a Layer 0 photonic path between 
the line side ports of the transponders, across the OLS or the 
ROADM devices. This request will contain the photonic 
parameters needed both by the Transponders to configure 
their line-side port and from the OLS or ROADM devices to 
create an end to end path across the underlying equipment.  

As soon as the configuration of the OLS is completed, 
OSDNc configures the transponders with central frequency 
and the power level. In order to use a standard interface, this 
work uses OpenConfig [6]. 

 
3 Results 

3.1 Optical Network Lab setup  
The experimental work was done in Telefonica’s Future 
Network Lab in Madrid. The setup is composed of three main 
parts: an SDN controller, an OLS and two open terminals. 
The SDN controller is implemented based on ONOS [7] 
within the Open Disaggregated Transport Network (ODTN) 
project. The ODTN project has worked on the plugins to 
support OpenConfig/TAPI and providing the mapping for the 
workflow. The OLS setup is composed by three color-fixed 
directionless ROADM nodes based on ADVA FSP3000 
product family including its OLS Controller (Ensemble 
Controller) exposing TAPI v2.1.. The OLS segment was built 
based on fixed filters. Finally, the two open terminals Nokia 
1830PSSECX-10.1-1 muxponders are connected directly to 
the ADVA ROADMs, exposing their management 
capabilities through OpenConfig/NETCONF. 

 Fig. 3 Experimental  lab setup in Telefonica premises. 
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3.2 Work flow operations  
There is an initial configuration providing to OSDNc is given 
the IP addresses and credentials of the open terminals and the 
OLS. With this information, OSDNc opens a NETCONF 
session over SSH to the terminal devices. Once the session 
has been established, transponder’s capabilities are 
discovered by querying the device components, ports and 
interfaces, exposed by OpenConfig data model. Moreover, 
OSDNc employs TAPI interface to retrieve OLS topology 
and SIPs. In this work, the OLS exposes a node abstracting 
view of the network hiding optical components such as WSS, 
muxponders and amplifiers, but exposing the map of 
wavelengths available for media channels provisioning . 

 
Fig. 4 Open Terminal configuration via OpenConfig 

 
Fig. 5 ONOS TAPI Connectivity Service JSON reply. 
 
Once OSDNc knows the topology interconnection between 
OLS and terminals information, the OSDNc can setup of an 
end-to-end connection between two client ports of the 
terminals exposed as SIPs through OSDNc TAPI NBI. To 
carry out such connectivity service, the OSDNc receives a T-
API connectivity service request at the NBI RESTCONF 
interface. OSDNc breaks this request to trigger: (1) the TAPI 
phonic media channel connectivity service to configure the 
OLS segment; and two NETCONF configurations to modify 
the port state, power and frequency on the transponders line 
side (Fig.4). The transponder configuration is based on 

OpenConfig optical-transport models. Finally, the OSDNc 
will reply to the OSS/BSS with the JSON shown in Fig.5. 

4 Conclusion 

Network disaggregation is a concept that is relevant for all 
the industry including network operators. Partially 
disaggregated network is an evolution from single vendor 
optical network infrastructures that requires integrated 
standard interfaces to move forward to such multi-vendor 
scenario. Moreover, it requires validating the physical 
impairments for each end-to-end optical signal that goes 
through the Open Line System. This work demonstrates for 
the first time, the provisioning of end-to-end photonic media 
channel connectivity service over a partially disaggregated 
scenario using TAPI 2.1. 
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Fig. 3 Workflow traffic captures in the lab demonstration. (a) Topology discovery for the OLS and the Open Terminals, (b) 
TAPI Connectivity service for the OLS and configuration of the Open Terminals. 
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